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Abstract—This paper deals with permutation codes. These codes have a main application in error correction in telecommunications. An algorithm based on combinatorial optimization concepts such as branch and bound, and graph theoretical concepts such as graph isomorphism, is discussed. The new theoretical result M(7,5) ≤ 122, obtained by this approach, is finally disclosed.
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I. INTRODUCTION

Permutation codes have received remarkable attention in the literature [1], [2], [3], [4], [5], [6], [7]. This happened because of their application to powerline communications when M-ary Frequency-Shift Keying modulation is used [8], because of their application to powerline communications in the literature [1], [2], [3], [4], [5], [6], [7]. This happened obtained by this approach, is finally disclosed.

An algorithm based on combinatorial optimization concepts such as branch and bound, and graph theoretical concepts such as graph isomorphism, is discussed. The new theoretical result M(7,5) ≤ 122, obtained by this approach, is finally disclosed.

II. PROBLEM DESCRIPTION

A permutation of the n-tuple \( x_0 = [0, 1, \ldots, n - 1] \in \mathbb{N}^n \) is a codeword of length n and \( \Omega_n \) denotes the set of all codewords of length n. Any subset \( \Gamma \) of \( \Omega_n \) is a permutation code of length n. The main problem can now be stated as:

Definition 1. Given a code length n and a Hamming distance d, the maximum permutation code problem consists of the determination of a code \( \Gamma \subseteq \Omega_n \) with minimum distance d and the maximum possible number of codewords.

Example 1. The problem (6,5) is to determine a maximal code of length n = 6 with minimum distance d = 5. As reported in [14] the optimal solution of this problem is M(6,5) = 18. One of the many possible optimal (6, 5) codes is \( \Gamma = \{[012345], [021453], [034512], [045231], [102534], [130425], [153240], [205143], [243015], [251304], [310254], [324105], [341520], [425310], [432051], [450132], [504321], [513402]\}.

III. A BRANCH AND BOUND APPROACH

In this section, the algorithm originally presented in [14] is sketched. The interested reader is referred to [14] for full details of the method.

A. Structure of the search-tree node

The search-subtree rooted at search-tree node \( t \) will be denoted as SubT(\( t \)). Each node \( t \) is identified by the following elements:

- \( \text{int}(t) \): a list of permutations that have to appear in all the solutions associated with SubT(\( t \));
- \( \text{feas}(t) \): a list of permutations that are feasible according to the list of forced permutations int(\( t \)), and to pruning and reduction explained in Sections III.D and III.E;
- \( \text{lb}(t) \): a lower bound for the number of permutations in the optimal solutions associated with the search-tree nodes in SubT(\( t \)). The calculation of the lower bound will be described in Section III.G;
- \( \text{ub}(t) \): an upper bound for the number of permutations in the optimal solutions associated with the search-tree nodes in SubT(\( t \)). The calculation of the upper bound will be described in Section III.F.

B. Initialization and branching strategy

Parameters \( \text{BestLB} \) and \( \text{BestUB} \), containing initial lower and upper bounds for the problem are provided as input to the algorithm. These initial values will be updated during the execution of the algorithm with any improved values that should be found. A random permutation \( p \) is selected (all permutations are equivalent at this stage for symmetry considerations) and the root \( r \) of the search-tree is the node initialized with \( \text{in}(r) = \{ p \} \), \( \text{ub}(r) = \text{BestLB} \), \( \text{lb}(r) = \text{BestUB} \) and \( \text{feas}(r) = \{ \} \). Initially, \( r \) will be the only node contained in \( S \), the dynamically updated set of active search-tree nodes to be examined (\( S = \{ r \} \)), referred to as open nodes from now on. The set of closed nodes \( C \) is initially empty. This set will contain the search-tree nodes that have already been processed by the algorithm, and will be used by pruning and reduction techniques described in Section III.E.

An open node \( t \) from the set \( S \) is expanded at each iteration of the algorithm (details will be disclosed in Section III.C). Technically, node \( t \) is decomposed into the associated
subproblems as follows. One new search-tree node $t_p$ is created for each permutation $p \in \text{feas}(t)$ in such a way that $\text{in}(t_p) = \text{in}(t) \cup \{p\}$ and the new set $\text{feas}(t_p)$ is determined consequently, also taking into account the reduction and pruning rules described in Section III.D. Sets $S$ and $C$ are finally updated: $S = S \setminus \{t\}$, $C = C \cup \{t\}$. For each new node $t_p$ the values of $\text{lb}(t_p)$ and $\text{ub}(t_p)$ are calculated as described in Sections III.F and III.G. In the case that the pruning test (see the appropriate subsection) is positive, the new node $t_p$ is pruned and $C = C \cup \{t_p\}$, otherwise $S = S \cup \{t_p\}$.

If $\text{min}_{t\in S}(\text{ub}(t)) \leq \text{BestUB}$, it means that the global upper bound of the residual open problems has been improved, and $\text{BestUB}$ can be updated to $\text{min}_{t\in S}(\text{ub}(t))$. The value of $\text{BestLB}$ is updated each time an improving incumbent heuristic solution is found. Notice that when $\text{BestLB}$ is updated, all the open nodes $u \in S$ are inspected and pruned in case $\text{ub}(u) \leq \text{BestLB}$. Formally, $S = S \setminus \{u\}$ and $C = C \cup \{u\}$ in such a case.

The exit criterion for the branch and bound algorithm is based on the cardinality of set $S$: when $|S| = 0$ the computation stops.

C. Selection of the search-tree node to expand

Nodes are expanded in a depth-first fashion, with nodes at a same level of the search-tree visited in the same order they have been created. This component is different from the equivalent one of the method originally proposed in [14], and it has been changed to increase the overall efficiency of the algorithm.

D. Pruning strategy

Some rules useful to identify and prune dominated search-tree nodes while generating a new search-tree node $t$ are described. They are based on the concept of isomorphism for graphs [16]. Two graphs $G = (V_G, E_G)$ and $H = (V_H, E_H)$ are said to be isomorphic if a bijection $f: V_G \rightarrow V_H$ exists, such that $(i,j) \in E_G$ if and only if $(f(i), f(j)) \in E_H$. In this case we will write $G \cong H$.

Definition 2. The graph induced by a search-tree node $t$ is defined as $G_t = (V_t, E_t)$, where $V_t = \{i \in \Omega_n | \delta(i,j) \geq d \forall j \in \text{in}(t)\}$ and $E_t = \{(i,j) | \delta(i,j) \geq d\}$.

The following definition is the basis of the pruning technique.

Definition 3. If the graph $G_{t'}$ induced by the search-node node $t$ is isomorphic to the graph $G_t$ induced by the search-tree node $u$, with $|\text{in}(u)| = |\text{in}(v)|$, we will say that node $t$ is isomorphic to node $u$ and write $t \cong u$.

The next result allows one of two isomorphic nodes to be pruned from the branch and bound tree.

Theorem 1 (Montemanni et al. [14]). If a new search-tree node $t$ is such that $t \cong u$ with $u \in S \cup C$, $|\text{in}(t)| = |\text{in}(u)|$, then the node $t$ can be classified as dominated and moved to set $C$ ($S = S \setminus \{t\}$ and $C = C \cup \{t\}$).

E. Reduction strategy

Some rules useful to reduce the size of $\text{feas}(t)$ while generating a new search-tree node $t$ are discussed. During the branching of a node $t$, all potential new nodes obtained by expanding the set $\text{feas}(t)$ with each possible permutation are considered, as described before.

Proposition 1 (Montemanni et al. [14]). While creating a new search-tree node $u$ obtained by adding $p_u \in \text{feas}(t)$ into $\text{in}(u)$, a permutation $p_k \in \text{feas}(t)$, such that $k \cong v$, $v \in S \cup C$, $|\text{in}(k)| = |\text{in}(v)|$, can be taken out of $\text{feas}(u)$ (\text{feas}(u) \setminus \{p_k\})$.

F. Upper bound

The set of codewords $\Omega_n$ can be split into $n$ subsets $W_0, W_1, ..., W_{n-1}$ in such a way that for a fixed value $k \in \{0,1, ..., n-1\}$ the subset $W_k$ is defined as $W_k = \{x \in \Omega_n | x(k) = i\}$. Equivalently, the subset $W_k$ contains all codewords with the $k$-th component having the value $i$. Since the partition is obtained by fixing the value of one component of the codewords, it is clear that the sets $W_k$ are isomorphic to $\Omega_{n-1}$. Furthermore, as the subsets $W_k$ form a partition of $\Omega_n$, it is well-known that an upper bound of $M(n,d)$ can be obtained by adding the upper bounds on the subsets $W_k$.

Theorem 2 (Deza and Vanstone [18]).

$$M(n,d) \leq n \cdot M(n-1,d)$$

(1)

The partitioning procedure described in Theorem 2 can be carried out on any subset of $\Omega_n$. At each search-tree node $t$ the algorithm generates a partition $T_0, T_1, ..., T_{n-1}$ of the set $\text{feas}(t)$, such that $T_i = \{x \in \text{feas}(t) | x(k) = i\}$ and a partition $Q_0, Q_1, ..., Q_{n-1}$ of the set $\text{in}(t)$, such that $Q_i = \{x \in \text{in}(t) | x(k) = i\}$. For each subset $T_i$ an upper bound $UB(T_i)$ is calculated using the maximum clique problem solver proposed in [19] (see also [20]), which is run for 30 seconds on every subproblem.

The following result describes an upper bound obtained by specializing the result of Theorem 2 to the subproblem associated with a search-tree node $t$.

Proposition 2 (Montemanni et al. [14]).

$$\sum_{i=1}^{n} |Q_i| + \min\{UB(T_i); M(n-1,d) - |Q_i|\}$$

(2)

is a valid upper bound for the search-subtree rooted at the search-tree node $t$.

G. Lower bound

The lower bound originally presented in [14] can be used to have a full exact method. However we observe that for the novel theoretical results reported in Section IV, the branch and bound method will be used merely as a checker for the lower bound $LB_{best}$ initially passed as a parameter to the method, with no need for a lower bound procedure within the algorithm.

IV. A NEW THEORETICAL RESULT: $M(7,5) \leq 122$

In the study presented in this paper, subproblems of $(7,5)$ are considered, where a position of the permutations is restricted to values from a given set $F \subset \{0,1, ..., n-1\}$.

Definition 4. We refer to the problem $(n,d)_{|F|}$ as the subproblem of $(n,d)$ where a position of the code is restricted to values from a given set $F \subset \{0,1, ..., n-1\}$.
Notice that only the cardinality of $F$ is of interest, since different sets of values with the same cardinality generate equivalent problems due to symmetry.

From previous studies (e.g. [14], [15]) it is known that $M(7, 5)|_{3} = 18$ and $M(7, 5)|_{2} = 36$. In this work we will focus on $M(7, 5)|_{3}$, aiming at improving the known upper bound of 53.

**Proposition 3.**

$$M(7, 5)|_{3} \leq 52 \quad (3)$$

**Proof:** The result was proven by the algorithm described in this paper, with an initial lower bound $LB_{best} = 52$. The algorithm was coded in ANSI C, Nauty 2.5 [17] was used to identify isomorphisms, and the executable was run on a Dual AMD Opteron 250 2.4GHz/4GB RAM computer (only one core has been used at a time). A total of 4 832 search-tree nodes have been visited in approximately 33 days of computation to close the problem.

The result of Proposition 3 has an interesting implication that leads to the most important result of this paper. We first need the following result.

**Proposition 4.**

If $\sum_{i=1}^{n} |F| = n$ then $M(n, d) \leq \sum_{i=1}^{n} M(n, d)|_{|F|}$

**Proof:** The result is a trivial generalization of that of Theorem 2.

**Proposition 5.**

$$M(7, 5) \leq 122 \quad (4)$$

**Proof:** The bound is easily obtained by using the result of Proposition 3 inside the inequality of Proposition 4. With $|F_{1}| = |F_{2}| = 3$ and $|F_{3}| = 1$ we have $M(7, 5) \leq 52 + 52 + 18 = 122$

V. CONCLUSION

A branch and bound approach for permutation codes that has been recently appeared in the literature has been summarised, and a previously unknown theoretical result for the permutation code $(7, 5)$, obtained with this method, has been disclosed.
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